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Abstract—People have a strong ability to adapt to the changes of light. And light changes in the natural environment is inevitable. In the past we have proposed eye-vergence visual servoing system. However we did not know how it performs in dark or bright environment. If a visual servoing system has a higher light environmental robustness it will have a wider range of application. Therefore we design tracking experiments under different illumination and partial occlusion condition. Though the experiment it is verified that the system is not easily affected by ambient brightness and can continually track the object. Compared with the partial occlusion condition, the influence of changing of light condition is smaller.

I. INTRODUCTION

Nowadays, in a field of robot vision, a control method called a visual servoing attracts attentions [1], which can be classified into three major groups: position-based [2], image-based [3] and hybrid visual servoing [4].

The visual servoing, a method for controlling a robot using visual information in the feedback loop, is expected to be able to allow the robot to adapt to changing or unknown environments. Some methods have already been proposed to improve observation abilities, by using stereo cameras [5], multiple cameras [6], and two cameras: with one fixed on the end-effector, and the other one fixed in the workspace [7]. These methods obtain different views to observe an object by increasing the number of cameras.

It is easy to catch up to the object in case of the object moving slowly, but when the object become moving faster and faster, human’s face be hardly kept positioned squarely to the object, while human’s eye can still keep staring at the object because of its small mass and inertial moment. This another advantage of eye vergence can be called “dynamical merit.”

Even though the eye-vergence servoing system has merits of kinematical and dynamical performances, it is not useful if it cannot work at normal conditions that could be affected by lighting condition varieties caused by climate changes. These merits of eye-vergence concerning kinematical and dynamical effects to keep tracking a moving target in the camera’s view is deemed to be important and useful. Needless to say in visual servoing application, keeping closed loop of visual feedback is vital from a view point of closed loop control stability.

For practical application the light condition is an important effect element for visual servoing system to directly recognize the target object. In this report, some visual servoing experiments are conducted about object’s lateral direction movement with light changing and even with partial occlusion, and confirmed that the visual servoing can be achieved in different light condition.

II. 3D POSE TRACKING METHOD

As shown in Fig.4 (d), in this paper, a 3D-ball-object whose size and color are known is taken as an example of the target object. Of course, other objects having different shapes can also be measured by model-based matching strategy if their character is given, for example, in [8] a model of fish is used to track fish in real time, and in [5] a model of human face is used for face detection.

A. Kinematics of Stereo-Vision

Perspective projection is utilized as projection transformation. Fig.1 shows the coordinate system of the dual-eyes vision system. The target object’s coordinate system is represented by \( \Sigma_M \) and image coordinate systems of the left and right cameras are represented by \( \Sigma_{IL} \) and \( \Sigma_{IR} \). The difference between \( \Sigma \) and \( \Sigma' \) is explained in section IV C. A point \( i \) on the target can be described using these coordinates and homogeneous transformation matrices. At first, a homogeneous transformation matrix from right camera coordinates, \( \Sigma_{CR} \) to \( \Sigma_M \) is defined as \( CRT_M \). And an arbitrary point \( i \) on the target object in \( \Sigma_{CR} \) and \( \Sigma_M \) is defined as \( CRr_i \) and \( Mr_i \). Then \( CRr_i \) is,

\[
CRr_i = CRT_M Mr_i.
\]
Where \( M_i \) is predetermined fixed vectors. Using a homogeneous transformation matrix from \( \Sigma_W \) to the right camera coordinate system \( \Sigma_{CR} \), i.e., \( W T_{CR} \), then \( W r_i \) is got as,
\[
W r_i = W T_{CR} C R_i.
\]
(2)

The position vector of \( i \) point in right image coordinates, \( IR_i \) is described by using projection matrix \( P \) of camera as,
\[
IR_i = P C R_i.
\]
(3)

By the same way as above, using a homogeneous transformation matrix of fixed values defining the kinematical relation from the left camera coordinate system \( \Sigma_{CL} \) to the right camera coordinate system \( \Sigma_{CR} \), \( CL_i \) is,
\[
CL_i = C L T_{CR} C R_i.
\]
(4)

\( IR_i \) and \( IL_i \) is described by the following (5) through projection matrix \( P \).
\[
IL_i = P C L_i = P C L T_{CR} C R_i
\]
(5)

Then position vectors projected in the \( \Sigma_{IR} \) and \( \Sigma_{IL} \) of arbitrary point \( i \) on target object can be described \( IR_i \) and \( IL_i \). Here, position and orientation of \( \Sigma_M \) based on \( \Sigma_{CR} \) has been defined as \( \psi_M \), which means \( C R T_M \) in (1) is determined by \( \psi_M \). Then (3), (5) are rewritten as,
\[
\begin{align*}
IR_i & = f_R(\psi_M, M_i r_i) \\
IL_i & = f_L(\psi_M, M_i r_i).
\end{align*}
\]
(6)

This relation connects the arbitrary points on the object and projected points on the left and right images corresponding to a 3-D pose \( \psi_M \) of the object. The measurement of \( \psi_M(t) \) in real time will be solved by consistent convergence of the matching model to the target object by a “Real-Time Multi-Step GA (RT-MS GA)” which will be explained in next subsection.

**B. Model-Based Matching**

As shown in Fig.2 (on the top) we design a 3D solid model named \( S \) in a rectangular block to track the 3D-ball-object. The set of coordinates inside of the model is depicted as \( S_{in} \) and the outside space enveloping \( S_{in} \) is denoted as \( S_{out} \). Projecting \( S_{in}(\psi_M) \) and \( S_{out}(\psi_M) \) onto the 2-D coordinates of left camera \( \Sigma_{IL} \), points’ set have been projected points’ set to \( \Sigma_{IL} \).

The projection for the right camera is in the same way. The left and right 2-D searching models, named \( S_L \) and \( S_R \), are shown in Fig.2 (on the bottom).

Supposing there are distributed solid models in the searching space in \( \Sigma_W \), each has its own pose \( \psi_M \). To determine which solid model is most close to the real target, a correlation function used fitness function in GA is defined for evaluation.

The input images will be directly matched by the projected moving models \( S_L \) and \( S_R \), which are located only by \( \psi_M \) that includes the kinematical relations of the left and right camera coordinates. Therefore, if the camera parameters and kinematical relations are completely accurate, and the solid searching model describes precisely the target object shape, then the \( S_{L,in} \) and \( S_{R,in} \) will completely lie on the target reflected on the left and right images, provided that true value of \( \psi_M \) is found by GA’s evolving calculations.

Color information is used to search for the target object in the images. We use the HSV space [11] to recognized the color. Because the hue of HSV space is hard be influenced by the light change. Let \( h_{IR} \) denote the hue value of i-th point in the searching model \( S_{L,in} \) and \( h_{IL} \) denote the one of j-th point which is in \( S_{L,out} \) in Fig.2. And the \( h \) is predetermined according to the known color of model.

Let \( b_i \) denote the hue value of point at the real image.
which is overlap with i-th model point.

Then the evaluation function of the left moving surface-strips model is given as,

$$ F_L(\psi_M) = \frac{1}{n_{in} + n_{out}} \left( \sum_{I_L \cdot r_i \in S_{L, in}(\psi_M)} \delta \left( h(I_L \cdot r_i) - b_{ki} \right) \right) $$

$$ - \sum_{I_L \cdot r_j \in S_{L, out}(\psi_M)} \delta \left( h(I_L \cdot r_j) - b_{kj} \right) \right) \right) $$

where $n_{in}$ represents the sum of the sampling points in $S_{L, in}$, $n_{out}$ is the one in $S_{L, out}$ and $\delta$ is defined as

$$ \delta(n) = \begin{cases} 1 & (n < 20) \\ 0 & (n \geq 20) \end{cases} $$

In the case of $F_L(\psi_M) < 0$, $F_L(\psi_M)$ is given to zero. The first part of this function expresses how much each color area of $S_{L, in}$ defined by $\psi_M$ lies on the target being imaged on the left and right cameras. And the second part of (7) means the matching degree of its contour-strips. The difference between the internal surface and the contour-strips of the surface-strips model can make the estimation more sensible, especially in distance recognition between the target to the cameras which determine the size of the projected model onto the image plane. The right one is defined in the same way. Then the whole evaluation function is given as

$$ F(\psi_M) = \left[ F_L(\psi_M) + F_R(\psi_M) \right] / 2. $$

Equation (8) is used as a fitness function in GA process. When the searching model fits to the target object being imaged in the right and left images, then the fitness function $F(\psi_M)$ gives maximum value, i.e., $F = 1$.

Therefore the problem of finding a target object and detecting its position/orientation can be converted to searching $\psi_M$ that maximizes $F(\psi_M)$. This optimization problem is solved by GA, which will be explained in the next section. The genes of GA representing possible pose solution $\psi_{GA}$ is defined as,

$$ t_x \quad t_y \quad t_z \quad c_1 \quad c_2 \quad c_3 $$
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C. On-line Pose Tracking “Real-Time Multi-Step GA”

For real-time visual control purpose, GA has been employed in a way denoted as “1-Step GA” evolution [12]. The used cameras’ frame rate is 30fps. That means every 33ms cameras output a new image to a computer. In the past, subject to computing speed of the computer, GA explore process per frame can be done only once, so it was called as “1-Step GA.” With advances in computing power of computers the system can now explore multiple GA explore processes in each frame (actually 9 times), and accuracy has also been improved. Now it is renamed as “Real-Time Multi-Step GA [13].”

Fig. 5. Block diagram of the hand visual servoing system

Fig. 6. Enlarged drawing of Fig.8 with gazing point. Pay attention to gazing point G, detected object $\Sigma_{L,t}^{-}$ and target object $\Sigma_{M}$. They are different from each other.

III. HAND & EYE VISUAL SERVOING CONTROLLER

A. Hand Visual Servoing Controller

The block diagram of our proposed hand & eye-vergence visual servoing controller is shown in Fig.5. The hand-visual servoing is the outer loop.

Based on the above analysis of the desired-trajectory generation, the desired hand velocity $\dot{W}r_d$ is calculated as,

$$ W \dot{r}_d = K_{PP} \dot{W}r_{E,Ed} + K_{VP} \dot{W}r_{E,Ed}, $$

where $W \dot{r}_{E,Ed}$, $\dot{W}r_{E,Ed}$ can be calculated from $ET_{Ed}$ and $E \dot{T}_{Ed}$, $K_{PP}$ and $K_{VP}$ are positive definite matrix to determine PD gain.

The desired hand angular velocity $W \omega_d$ is calculated as,

$$ W \omega_d = K_{PQ} W R^{E} \Delta \epsilon + K_{VO} W \omega_{E,Ed}, $$

where $W \Delta \epsilon$ is a quaternion error [10] calculated from the pose tracking result, and $W \omega_{E,Ed}$ can be computed by transforming the base coordinates of $ET_{Ed}$ and $E \dot{T}_{Ed}$ from $\Sigma_E$ to $\Sigma_W$. Also, $K_{PQ}$ and $K_{VO}$ are suitable feedback
matrix gains. The desired hand pose is defined as $W_d = [W_{d}, W_{\theta_d}]^T$

The manipulator is 7 links, and the end-effector has 6-DoF, so $q_1$ is made 0 to solve the redundancy problem. The desired joint variable $q_{Ed} = [0, q_{2d}, \ldots, q_{7d}]^T$ and $q_{Ed}$ is obtained by

$$q_{Ed} = f^{-1}(W_d)$$ (11)

where $f^{-1}(W_d)$ is the inverse kinematic function.

Using the inverse kinematics it can make the joint of angles approximately as the desired joint angles. The formula of the desired joint angles was defined in the controller as

$$q_{Ed} = K_P(q_{Ed} - q_E) + J_E(q) \begin{bmatrix} \dot{W}_d \\ \dot{W}_d \end{bmatrix}$$ (12)

where $K_P$ is P positive gain and $J_E(q)$ is the pseudo-inverse matrix of $J_E(q)$, and $J_E(q) = J_E^T(J_EJ_E^T)^{-1}$.

The hardware control system of the velocity-based servo system of PA10 is expressed as

$$\tau = K_{SP}(q_d - q) + K_{SD}(q_d - \dot{q})$$ (13)

where $K_{SP}$ and $K_{SD}$ are symmetric positive definite matrices to determine PD gain.

B. Eye-vergence Visual Servoing Controller

The eye-vergence visual servoing is the inner loop of the visual servoing system shown in Fig.5. In this paper, two pan-tilt cameras are used for eye-vergence visual servoing. Here, the positions of cameras are supposed to be fixed on the end-effector.

For camera system, $q_8$ is tilt angle, $q_9$ and $q_{10}$ are pan angles, and $q_8$ is common for both cameras.

As it is shown in Fig.3 (a) and (b), $E_x$, $E_y$, $E_z$ express position of the detected object in the end-effector coordinate. The desired angle of the camera joints are calculated by:

$$q_{8Cd} = \tan(120)$$ (14)

$$q_{9Cd} = \tan(150)$$ (15)

$$q_{10Cd} = \tan(180)$$ (16)

where $l_{aL} = l_{aR} = 120$ is the camera location in $E_x$. The center line of the left and right camera viewing directions are defined as the z-axis of camera coordinate systems respectively. The target joint angular velocity $\dot{q}_{Cd} = [\dot{q}_{8Cd}, \dot{q}_{9Cd}, \dot{q}_{10Cd}]$ of Eye-vergence is calculated by:

$$\dot{q}_{Cd} = K_P(\dot{q}_{Cd} - \dot{q}_i) \quad (i = 8, 9, 10)$$ (17)

$\dot{q}_{Cd}$ is input to the pulse motor for a camera angle control as a pulse train. Where $K_P = 1$ is the spring constant.

Because the motion of camera motor is an open loop, it is controlled to rotate a certain degree without getting the actual angle during the rotation, which make the accurate camera angle cannot be got. So the desired camera angles are input in every 33ms, and the input is limited to a certain value.

IV. EXPERIMENT OF HAND & EYE-VERGENCE VISUAL SERVOING

A. Experimental System

To verify the effectiveness of the hand & eye visual servoing system through real robot-PA-10 robot arm-manufactured by Mitsubishi Heavy Industries. Two rotatable cameras mounted on the end-effector are FCB-1X11A manufactured by Sony Industries. The frame frequency of stereo cameras is set as 30fps. The image processing board, CT-3001, receiving the image from the CCD camera is connected to the host computer (CPU: Intel Core i7-3770 , 3.40 GHz).

The structure of the manipulator and the cameras are shown in Fig.4 (a) and (b). And the 3D marker is shown in Fig.4 (d). The coordinate of the target object and the manipulator in experiment are shown in Fig.7.

B. Experiment Condition

$EO$, $MO$ and $EC$ represent the initial hand pose, the initial object pose and the midpoint of round-trip tracking movements of hand respectively. Therefore their coordinate systems are defined as $\Sigma_{EO}$, $\Sigma_{EC}$ and $\Sigma_{MO}$ separately. The homogeneous transformation matrix from $\Sigma_W$ to $\Sigma_{EC}$ and $\Sigma_{MO}$ are:

$$w_{TEC} = \begin{bmatrix} 1 & 0 & 0 & -690 \[mm] \\ 0 & 1 & 0 & 0 \[mm] \\ 0 & 0 & 1 & 0 \[mm] \end{bmatrix}$$ (18)

$$w_{TMO} = \begin{bmatrix} 1 & 0 & 0 & -1235 \[mm] \\ 0 & 1 & 0 & -150 \[mm] \\ 0 & 0 & 1 & 0 \[mm] \end{bmatrix}$$ (19)

The target object move according to the following time function

$$MO_z(t) = -150 - 150 \cos(\omega t)$$ (20)

Target position and orientation relationship between the object and the end-effector is set as:

$$Ed\psi_M = [0, -100\[mm], 545\[mm], 0, 0, 0]$$ (21)
The object is subjected to reciprocating motion of the sine wave in orbit. Pose relationship of the coordinate system of the object and the visual servoing system is shown in Fig.7.

C. Symbol Meaning

$M$ represents the object and $\hat{M}$ represents the estimated object. Then $\Sigma_M$ denotes the coordinate system that moves along with the object. The relationship between coordinate systems such as the actual pose of the hand $\Sigma_E$ or the recognized pose of the object $\Sigma_M$ which is viewed from the x-z plane of the center coordinate system $\Sigma_{EC}$ is shown in Fig.8. $\Sigma$ represents that a coordinate system is running when it is viewed from the world coordinate system $\Sigma_W$. The coordinate system represented by $\Sigma$ keeps fixed in the world coordinate system $\Sigma_W$. In other words $\Sigma_E$, $\Sigma_{Ed}$, $\Sigma_M$ and $\Sigma_M$ are all moving in the world coordinate system $\Sigma_W$. On the other hand $\Sigma_{EO}$, $\Sigma_{EC}$ and $\Sigma_{MO}$ keeps fixed in the world coordinate system $\Sigma_W$. The motion of object $M$, hand $E$ and gazing point $G$ in the x-axis direction of $\Sigma_{EC}$ are represented by $EC_{XM}$, $EC_{XE}$ and $EC_{XG}$. And as shown in Fig.10.

\[
\Delta x_{EdE} = EC_{XE} - EC_{XE} \quad (22)
\]

\[
\Delta x_{MG} = EC_{XM} - EC_{XG} \quad (23)
\]

represents a follow-up error of the hand and the gazing point respectively. According to the tracking relationship (21) $EC_{XE} = EC_{XM}$.

As it is shown in Fig.6, the intersection of both cameras’ gazing directions is defined as the gazing point of cameras to examine trackability of the eye-vergence system. Because the gazing point has been calculated on the basis of the recognition result of the object by the Multi-Step GA, recognition error is included in the Gazing point.

D. Experiment Results

1) Relation between position diagram and the real machine: Fig.9 shows the positional relationship between the hand and the object in the condition that the tracking all the six position and orientation variables are recognized. And the motion period of the object is $T = 20[s]$. Movement trajectory of the object $M$, hand $E$ and gazing point $G$ are represented by dashed line, dotted line and solid line respectively. At the time of Fig.9 (b) the hand is just in front of the object. At the time of (a) and (c), since the moving velocity of the object is fast, hand is not able to track the object. Since the tracking state of hand is same as fixed camera system, the dotted line indicated by $EC_{XE}$ in the figure also represents the movement of fixed camera system. At this time, it is clear that the distance between the hand $EC_{XE}$ and the target object $EC_{XM}$ on the x-axis direction is farther than that between the gazing point $EC_{XG}$ and $EC_{XM}$ of the camera. From the error between the gazing point $EC_{XG}$ and the object $EC_{XM}$ it can be seen that it is easier for eye-vergence system to track the object than the fixed camera system.

2) Position tracking result and analysis of the tracking experiment: In Fig.10 the pictures (1)~(4) shows the images attached by left and right cameras under different experimental conditions. In the experiment we change the illumination of environment. Around object the illumination changes in the following order 500[lx], 1000[lx] and 2000[lx], followed by a disturbance experiment in which the object is partially covered for contrast.

Fig.10 (a) shows the fitness change during the experiment. It is clear that due to increased illumination the fitness value gradually reduce. However the influence of light changing is not so strong compared with partial cover. Because the fitness in the filed of partial occlusion is significantly lower than other stages.

In Fig.10 (b), with the same definition in Fig.9, movement trajectory of the object $M$, hand $E$ and gazing point $G$ are represented by dashed line, dotted line and solid line.
object. Compared with the partial occlusion condition, the influence of changing of light condition is smaller.

In this experiment, we just considered about the illumination of light. And another important element that we need to consider is brightness of object. The brightness is the result of reflection. For the future we will think about the reflection and discuss the impact of brightness on trackability.
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V. CONCLUSION

In this paper the eye-vergence visual servoing controller have been described in detail. In order to evaluate the adaptability to light environment we designed lateral tracking experiment under different illumination conditions. Through the experiment it is verified that the system is not easily affected by ambient brightness and can continually track the